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Multiagent planning is the problem of �nding se-
quences of actions of multiple agents acting in a world
such that the world is transformed in a desired way
(some goal is achieved). Typically, each agent can ob-
serve and in�uence only a portion of the entire world.
Similarly to classical planning, one of the most suc-
cessful approaches to solve multiagent planning prob-
lems is heuristic search. An approach most prevalent
among the multiagent planning techniques is to use a
distributed search with a heuristic restricted to a sin-
gle agent's view of the problem. As such restriction
may signi�cantly reduce the heuristic quality, we aim to
�nd ways how to compute the heuristics distributively
and how to incorporate such distributed heuristics in a
search scheme.
The research in multiagent planning covers a wide

variety of models, in our work, we focus on the MA-
STRIPS (Brafman and Domshlak 2008) model intro-
duced by Brafman & Domshlak in 2008. MA-STRIPS
is a minimalistic extension of STRIPS and therefore re-
tains most of its assumptions such as deterministic ac-
tions, propositional states and closed world. The model
de�nes agents by the sets of actions they can perform
and based on the actions the set of propositions the
agent has access to is de�ned. All propositions shared
among at least two agents are considered public, all
other propositions private. This notion slightly rede-
�nes the assumption of full observability - each agent
can fully observe all public and its private propositions.
An action is considered public if it operates on any of
the public propositions.
An obvious bene�t of the MA-STRIPS model is its

simplicity and similarity to classical planning, so that
many techniques can be (more or less) straightforwardly
adapted. Also the computational complexity of MA-
STRIPS planning is reasonable in the context of plan-
ning as it depends exponentially only on the density of
agent interactions, but on on the number of agents it-
self. This means, that domains with sparse interactions
can be solved with similar results as in classical plan-
ning. The simplistic approach of MA-STRIPS has also
its shortcomings. It is mainly the inability to express
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some features common in multiagent systems, such as
self interested agents, uncertainty of action execution,
reasoning about knowledge of other agents, etc. Never-
theless it is worth investing e�ort into research of multi-
agent planning using the MA-STRIPS model, as it can
be further extended as was classical STRIPS to include
more such features and the developed techniques, plan-
ners and theory can be reused and extended as well.
It is also interesting to notice, that for each MA-

STRIPS problem there is an equal global STRIPS prob-
lem (obtained by joining all agent actions into one ac-
tion set), solvable by a centralized algorithm. This can
be used to theoretically and experimentally verify the
distributed algorithms.
The �rst multiagent heuristic search planner based

on the MA-STRIPS model was MAD-A* (Nissim and
Brafman 2012), �rst introducing a multiagent dis-
tributed search scheme. The main principle of the
search is that a state expanded using a public ac-
tion is sent to all other agents which add the state
to their open lists. The particular search was based
on A* using admissible heuristics and thus being an
optimal planner. The heuristics were computed on a
problem projected to the set of propositions accessi-
ble to the particular agent (projected problem). Thus
the projected problem consists of all public propo-
sitions, all agent's propositions, all agent's actions
and public projections of all other agents' public ac-
tions (that is the precondition and e�ects of the ac-
tions are restricted only to public propositions). The
search principle was extended from A* to greedy best-
�rst search (GBFS) in (�tolba and Komenda 2014;
Nissim and Brafman 2014).
Another state-of-the-art multiagent heuristic search

planner is FMAP (Torreño, Onaindia, and Sapena
2014), which is a forward-chaining plan-space search
planner which uses a distributed heuristic based on do-
main transition graphs. FMAP is not based on MA-
STRIPS but a similar formalism. ADP (Crosby, Rovat-
sos, and Petrick 2013) is a centralized heuristic search
planner, based on an automated agent decomposition.
GPPP (Maliah, Shani, and Stern 2014) uses landmark
detection to separate the global and local search phases
and uses landmarks also as heuristic. GPPP is based



on MA-STRIPS.
In the �rst direction of our work, we have focused on

distributed heuristic computation approaches, namely
in the context of the well known FF heuristic (Ho�-
mann and Nebel 2001). The �rst approach we explored
was to distribute the construction of relaxed planning
graph (RPG) and also the following relaxed plan (RP)
extraction in such a way that the returned heuristic
values would be provably equal to the values obtained
from the centralized FF on the respective global prob-
lem. As presented in (�tolba and Komenda 2013), al-
though with strong guarantees, this approach was not
practically viable.
To improve the practical e�ciency, we have relaxed

the requirement on the equality of the heuristic val-
ues with values of the centralized heuristic on global
problem. This lazy approach was based on an ob-
servation, that a RP constructed purely on the pro-
jected problem may contain projected actions of other
agents which may have unsupported private precondi-
tions. Only when such actions exist in the RP, the cost
of support for private preconditions can be obtained
from the respective agent owning the action. The re-
quested agent can simply construct a projected RP from
the current state to the preconditions of the action in
question. If the resulting RP contains any projected
actions, the procedure recursively continues. This ap-
proach was �rst introduced in (�tolba and Komenda
2013) as a practically feasible variant and its modi�ca-
tion was present also in (�tolba and Komenda 2014).

In (�tolba and Komenda 2014) we introduced a gen-
eral approach to e�ectively compute relaxation heuris-
tics. This approach is based on the application of the
distributed recursion principle of the lazy FF to an ef-
fective relaxed reachability analysis algorithm used in
the Fast Downward planning system (Helmert 2006),
sometimes denoted as exploration queue (EQ). The re-
laxed reachability is performed using a priority queue
containing reachable propositions with their computed
heuristic values (hadd or hmax (Bonet and Ge�ner
1999)). When a proposition is extracted from the
queue, all actions for which it is a precondition has the
number of unsatis�ed preconditions decreased. Once
an action has no unsatis�ed preconditions, it is ap-
plied, that is its e�ects are added to the EQ with cor-
responding heuristic value. In the distributed version,
the heuristic value of the projected actions is not known,
therefore in the case a projected action of other agent
should be applied, a request to the owner is sent in-
stead. When the owner agent receives the request, it
computes the heuristic estimate of the action precondi-
tions (similarly to the lazy FF approach) and returns
the value to the initiator. The EQ algorithm then con-
tinues as usual. Obviously the distributed recursion
principle appears again.
A distributed FF heuristic in (�tolba and Komenda

2014) was computed using the previously described dis-
tributed reachability analysis, but the RP was then ex-

tracted only locally. Still, this approach outperformed
the lazy FF updated to also use the EQ algorithm.
Analysis of the lazy FF algorithm shows it weakness,
which is over-counting of actions due to the distributed
recursion. In our recent work (�tolba and Komenda
2015), we take inspiration to solve this problem from
the set-additive variant of the FF heuristic (Keyder and
Ge�ner 2008). To do so, the agents do not communi-
cate only heuristic values, but the whole sections of the
relaxed plans, where, for the sake of privacy, are private
actions hidden by hash codes. The resulting heuristic
was termed set-additive lazy FF heuristic. Nevertheless
it is clear that the amount of privacy preserved is some-
what reduced. The privacy and the ways how it can be
preserved or jeopardized is in multiagent planning still
an open question.
In (�tolba, Fi²er, and Komenda 2015) a state-of-the-

art admissible LM-Cut heuristic (Helmert and Domsh-
lak 2009) was treated analogously. Since in this case we
aimed at admissible heuristic, we, again, give theoreti-
cal proofs of equality of the distributed algorithm on the
MA-STRIPS problem and the original centralized algo-
rithm on the respective global STRIPS problem. In the
distributed computation of the LM-Cut heuristic, the
initiator agent works on the projected problem (includ-
ing private and public propositions and action projec-
tions), while the other agents work on a local projection
of the problem, that is only the private propositions of
the agent and the agent's actions restricted only to the
private propositions. In this way, the necessary hmax

values are computed by iteratively communicating up-
dates between the initiator and other agents. Similarly,
the search for the cuts is managed by the initiator agent
which communicate with the other agents when neces-
sary.
When experimentally evaluating each of the dis-

tributed heuristics we have observed a common pat-
tern. To improve the search performance, a distributed
heuristic has to provide enough additional information
to outweigh its higher computational (and communica-
tional) overhead. Typically in domains, where most of
the information is public (and the private parts does not
hide important information), the projected heuristics
dominate, on the other hand, if a lot of the information
(or some crucial information) is private, the search can
leverage the additional information of the distributed
heuristics.
In the second direction of our work, we are aiming to

somehow combine the projected and distributed heuris-
tics in order to amplify their bene�ts, that is the speed
of the projected heuristic and estimate quality of the
distributed one. A very �rst approach in this direction
was presented in (�tolba and Komenda 2014), based on
limiting the recursion depth of the distributed EQ algo-
rithm. This means, that whenever the evaluation of an
action would jump over more agents than some δ, no
more requests will be sent and projected actions will be
treated as ordinary actions. This approach allowed to
transition between the projected and distributed heuris-



tics to some extent, but was not able to bring a domi-
nating result.
A property that allows such desirable combination

seems to be the asynchronicity of the presented dis-
tributed variants of the FF heuristic. By asynchronic-
ity we mean, that during the heuristic evaluation, other
agents are evaluating parts of the heuristic and the ini-
tiator agent can meanwhile perform some other com-
putation. In our recent work (�tolba and Komenda
2015), the other computation is a local search using
the projected heuristic, combined together using a vari-
ant of multi-heuristic search. The MADLA (Multi-
agent Distributed and Local Asynchronous) Planner
based on this technique dominates in terms of coverage
a distributed GBFS with distributed heuristic, nearly
dominates (but still outperforms) a distributed GBFS
with projected heuristic and outperforms all compara-
ble state-of-the-art multiagent planners (most notably
FMAP and GPPP).
It is not clear yet, whether the same technique would

be applicable in the context of optimal search using the
distributed LM-Cut heuristic. It may be more bene�cial
to experiment with incremental LM-Cut computation
to be able to compute the heavy distributed heuristic
only in some states and carry on the additional informa-
tion (landmarks) to the states evaluated using only the
projected heuristic. Both directions will be investigated
in the (near) future work.
A more speculative future direction might be the re-

search of the possibility of devising a heuristic which
would have independent (that is additive) part for each
agent and if such property could be used to somehow
decouple the agents, so that the initiator would not have
to wait for other agents to answer, but would continue
the search and update the heuristic values upon the
delivery of the answers. More fundamental question is
whether some of the described techniques could be used
to improve the classical planning.
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